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Abstract

Internet has become the largest community in the world. It has several ways to communicate each member to all others. Is there any possibility to gather unused resources of every unit, laptops to supercomputers, on Internet and to achieve a problem using these resources? Yes, it is grid computing. These resources can be cpu cycle, storage, bandwidth and owner of these resources can be any device on Internet that have ability of computing, storage, and communication. 
INTRODUCTION  
Grid computing is a form of distributed computing whereby resources of many computers in a network is used at the same time, to solve a single problem and they all can be various  type. Grid computing can work on completely heterogeneous environment. Desktops, laptops, supercomputers and clusters combine to form a grid. All of these computers can have different hardware and operating systems. Grids are also usually loosely connected in a decentralized network, rather than contained in a single location, as computers in a cluster often are. Key concept for grid is loosely coupled.

What is Grid Computing?

There are many definitions of Grid computing: CERN defines Grid Computing as ” a service for sharing computer power and data storage capacity over the Internet.”  IBM defines grid computing as “the ability, using a set of open standards and protocols, to gain access to applications and data, processing power, storage capacity and a vast array of other computing resources over the Internet. A grid is a type of parallel and distributed system that enables the sharing, selection, and aggregation of resources distributed across ‘multiple’ administrative domains based on their (resources) availability, capacity, performance, cost and users' quality-of-service requirements”. RealityGrid defines as “An ambitious and exciting global effort to develop an environment in which individual users can access computers, databases and experimental facilities simply and transparently, without having to consider where those facilities are located.” 
Grid allows you to share disk storage, databases and software applications. Altogether, this system will be very helpful to people belonging to different categories, ranging from scientists to consumers. Most of the computers in mid size and large size organizations are idle for a higher percentage of time. These idle processors can be utilized for other important tasks by the means of CPU scavenging. Different scientists of the world would like to visualize their applications in real time rather than wait for ages till their results are shipped, verified, and then sent back. With the help of grid, people from different fields of expertise will be able to hook up to remote computers and share their findings. This won't only speed up the process but will also produce accurate results.
Differences of Grid from Confusing Concepts Which is  Cloud and Cluster

The big difference is that a cluster is homogenous while grids are heterogeneous. The computers that are part of a grid can run different operating systems and have different hardware whereas the cluster computers all have the same hardware and OS. A grid can make use of spare computing power on a desktop computer while the machines in a cluster are dedicated to work as a single unit and nothing else. Grid is inherently distributed by its nature over a LAN, metropolitan or WAN. On the other hand, the computers in the cluster are normally contained in a single location or complex.

Grid are not controlled centrally but have their own management and ownership. If this is not the case, the term cluster seems more appropriate. 

What distinguishes grid computing from conventional cluster computing systems is that grids tend to be more loosely coupled, heterogeneous, and geographically dispersed. 

On Cluster ,the whole system (all nodes) behave like a single system view and resources are managed by centralized resource manager. In case of Grid, every node is autonomous i.e. it has its own resource manager and behaves like an independent entity.

Cloud computing evolves from grid computing and provides on-demand resource provisioning. Grid computing may or may not be in the cloud depending on what type of users are using it. If the users are systems administrators and integrators, they care how things are maintained in the cloud. They upgrade, install, and virtualizes servers and applications. If the users are consumers, they do not care how things are run in the system. In a cloud computing environment, there are often multiple servers which can each perform a single task excellently. Using the cloud gives a user access to all these servers through one interface. 

Working principles of Grid Computing and Standards for Grid Computing
The Open Grid Forum (OGF) is the community of users, developers, and vendors leading the global standardization effort for grid computing. It was formed in 2006 in a merger of the Global Grid Forum and the Enterprise Grid Alliance. The OGF community consists of thousands of individuals in industry and research, representing over 400 organizations in more than 50 countries. Together we work to accelerate adoption of grid computing worldwide because we believe grids will lead to new discoveries, new opportunities, and better business practices. It has the purpose of defining specifications for grid computing. The OGSA, OGSI, and JSDL standards were created by the OGF. The OGF models its creations of open standards on the IETF.

Some important standards of OGF:

GLUE (Grid Laboratory Uniform Environment)
SAGA (Simple API for Grid Applications)  

OGSA (Open Grid Services Architecture)

CDDLM (Configuration Description, Deployment, and Lifecycle Management)

DRMAA (Distributed Resource Management Application API)

Grid Middleware

Grid middleware is a specific software product, which enables the sharing of heterogeneous resources. It is installed and integrated into the existing infrastructure of the involved company or companies, and provides a special layer placed among the heterogeneous infrastructure and the specific user applications. Major grid middleware are Globus Toolkit, gLite, and UNICORE. Grid-enabled applications are specific software applications that can utilize grid infrastructure. This is made possible by the use of grid middleware 

An example for Middleware: Globus Toolkit

The Globus Alliance implements OGF standards through the Globus Toolkit, which has become the major standard for grid middleware. As a middleware component, it provides a standard platform for services to build upon, but grid computing needs other components as well, and many other tools operate to support a successful Grid environment. This situation resembles that of TCP/IP: the usefulness of the Internet emerged both from the success of TCP/IP and the establishment of applications such as newsgroups and web pages. 

Globus has implementations of the GGF-defined protocols to provide: 

1. Resource management: Grid Resource Allocation & Management Protocol (GRAM) GRAM (Grid Resource Allocation Manager), a component of the Globus Toolkit, officially supports the job schedulers or batch-queuing systems:

2. Information Services: Monitoring and Discovery Service (MDS) 

3. Security Services: Grid Security Infrastructure (GSI) 

4. Data Movement and Management: Global Access to Secondary Storage (GASS) and GridFTP.
A number of tools function along with Globus to make grid computing a more robust platform, useful to high-performance computing communities. They include: 

· Grid Portal Software such as GridPort and OGCE 

· Grid Packaging Toolkit (GPT) 

· MPICH-G2 (Grid Enabled MPI) 

· Network Weather Service (NWS) (Quality-of-Service monitoring and statistics) 

· Condor (CPU Cycle Scavenging) and Condor-G (Job Submission) 

CPU-scavenging or cycle-scavenging systems use machines purchased for other purposes to run batch jobs at night, weekends, and other idle times. A computer steals the unused cycles of any other computer. These cycles are nothing but the idle times of a processor in a computer. Grid computing applications are frequently based on cycle-scavenging.

Design considerations

One disadvantage is that the computers which are actually performing the calculations might not be entirely trustworthy. The designers of the system must thus introduce measures to prevent malfunctions or malicious participants from producing false, misleading, or erroneous results, and from using the system as an attack vector. This often involves assigning work randomly to different nodes (presumably with different owners) and checking that at least two different nodes report the same answer for a given work unit. Discrepancies would identify malfunctioning and malicious nodes. 

      Due to the lack of central control over the hardware, there is no way to guarantee that nodes will not drop out of the network at random times. Some nodes (like laptops or dialup Internet customers) may also be available for computation but not network communications for unpredictable periods. These variations can be accommodated by assigning large work units (thus reducing the need for continuous network connectivity) and reassigning work units when a given node fails to report its results in expected time 

The impacts of trust and availability on performance and development difficulty can influence the choice of whether to deploy onto a dedicated computer cluster, to idle machines internal to the developing organization, or to an open external network of volunteers or contractors. In many cases, the participating nodes must trust the central system not to abuse the access that is being granted, by interfering with the operation of other programs, mangling stored information, transmitting private data, or creating new security holes. Other systems employ measures to reduce the amount of trust “client” nodes must place in the central system such as placing applications in virtual machines. 

Some Grid Applications

Grid computing theoretically uses every machine on Internet as agent but how to convince people to become agent. They should be volunteer to make used their resources. Grid applications are commonly are humanitarian purposes and people becomes volunteer for these projects. Volunteer computing uses computers belonging to ordinary people, like you, to create a computing grid that can rival the most powerful supercomputers in the world. Owners donate their computing resources (such as processing power and storage) to one or more "projects". In some projects, clusters, supercomputers vs. may not be sufficient cycle, storage, bandwidth resources. In these projects, Grid computing saves life.
WorldCommunityGrid 
World Community Grid’s mission is to create the largest public computing grid benefiting humanity, which is funded and operated by IBM. Using the idle time of computers around the world, World Community Grid’s research projects have analyzed aspects of the human genome, HIV, dengue, muscular dystrophy, and cancer.
SETI (Search for Extraterrestrial Intelligence) @Home project
SETI@home is a scientific experiment that uses Internet-connected computers in the Search for Extraterrestrial Intelligence (SETI). You can participate by running a free program that downloads and analyzes radio telescope data.
BOINC (Berkeley Open Infrastructure for Network Computing)
Developed by University of California, Berkeley, BOINC lets you contribute computing power on your home PC to projects doing research in many scientific areas. BOINC is a common one for academic projects seeking public volunteers; more are listed at the end of the article. BOINC was originally developed to support the SETI@home project before it became useful as a platform for other distributed applications in areas as diverse as mathematics, medicine, molecular biology, climatology, and astrophysics.

Einstein@Home
Einstein@Home is a program that uses your computer’s idle time to search for spinning neutron stars (also called pulsars) using data from the LIGO gravitational wave detector. It also searches for radio pulsars in binary systems, using data from the Arecibo Observatory in Puerto Rico.

LHC@home 
LHC@home is a volunteer computing program which enables you to contribute idle time on your computer to help physicists develop and exploit particle accelerators, such as CERN’s Large Hadron Collider. The Worldwide LHC Computing Grid (WLCG) is a global collaboration of more than 140 computing centers in 34 countries, the 4 LHC experiments, and several national and international grid projects. The mission of the WLCG project is to build and maintain data storage and analysis infrastructure for the entire high energy physics community that will use the Large Hadron Collider at CERN.
The LCG project is driven by CERN's need to handle huge amounts of data, where storage rates of several gigabytes per second (10 petabytes per year) are required. A list of active sites participating within LCG can be found online as can real time monitoring of the EGEE infrastructure. The relevant software and documentation is also publicly accessible. There is speculation that dedicated fiber optic links, such as those installed by CERN to address the LCG's data-intensive needs, may one day be available to home users thereby providing internet services at speeds up to 10,000 times faster than a traditional broadband connection 

CONCLUSION

In future, a system whose each member is capable of using whole other member’s idle, unused resources may end need for these resources. Therefore If Grid computing succeed the its theoretical aim and philosophy, each member on Internet may has power of supercomputers, clusters and thousands of computers. Although Grid computing is on the beginning of road, there are many applied projects and success stories. Grid will have major role in the future of world.
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